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This paper reports the results of a large-scale field experi-
ment designed to test the hypothesis that group membership
can increase participation and prosocial lending for an online
crowdlending community, Kiva. The experiment uses variations
on a simple email manipulation to encourage Kiva members to
join a lending team, testing which types of team recommenda-
tion emails are most likely to get members to join teams as well
as the subsequent impact on lending. We find that emails do
increase the likelihood that a lender joins a team, and that joining
a team increases lending in a short window (1 wk) following our
intervention. The impact on lending is large relative to median
lender lifetime loans. We also find that lenders are more likely to
join teams recommended based on location similarity rather than
team status. Our results suggest team recommendation can be an
effective behavioral mechanism to increase prosocial lending.

social identity | charitable giving | microfinance | field experiment |
recommender systems

Understanding strategies to increase prosocial behavior has
important policy implications. Charities have explored

various mechanisms to increase giving, such as seed money,
matching gifts, and peer pressure (1). In comparison, an under-
explored class of mechanisms uses group membership and inter-
group competition (2, 3) to increase both participation and
giving amounts. Compared with price-based strategies, such as
matching gifts and rebates, empirical analysis of naturally occur-
ring data indicates that identity-based mechanisms have longer-
lasting effects (4). Our research explores two questions through
a large-scale field experiment on a crowdlending community with
a natural group structure (teams). First, which types of team rec-
ommendations are most likely to motivate lenders to join teams?
Second, once they join a team, what is the subsequent impact on
lending?

Our research is conducted at Kiva.org, a crowdlending com-
munity created to help micro and small enterprises in devel-
oping countries, which often lack access to the formal banking
sector. Specifically, Kiva partners with local microfinance institu-
tions to match individual lenders with low-income entrepreneurs
in developing countries as well as selected cities within the
United States. Through Kiva’s platform, anyone can make a
zero-interest loan of $25 or more to support an entrepreneur.
Since its inception in 2005, Kiva has increased its member-
ship significantly. However, although many lenders join Kiva for
prosocial motives, they do not participate fully. Indeed, 36% of
them have never made a single loan, and many others do not
come back to Kiva after making their first loan (5). Kiva’s chal-
lenge is not unique, as many online contribution communities
struggle with the issue of how to sustain member engagement
and contributions.

To increase member engagement, some online communities
have created group structures. For example, in 2008, Kiva insti-
tuted a lending teams program, a system through which lenders
can create teams or join existing teams of other lenders. Once
a team is created, it appears on Kiva’s team leaderboard, which
sorts teams by the total loan amounts designated to them by their

team members. Since 2008, more than 38,957 Kiva teams have
been created based on lender group affiliations such as organiza-
tions, geographic location, religious affiliation, or sports interests.
Of note, many of the highly ranked teams are identity based, such
as the “Atheists” and the “Kiva Christians.” Each team has a ded-
icated forum where team members can coordinate their lending
activities, ask and answer questions, and set goals for the team.

The use of groups to increase charitable contributions has intu-
itive appeal, but its success is difficult to measure with naturally
occurring field data because of sample selection bias. For exam-
ple, lenders who join teams might simply be those who are more
active in general (4). To establish the causal relationship between
group membership and prosocial lending, we use a randomized
field experiment that enables us to combine the control of a labo-
ratory experiment with the external validity of a field study (6, 7).

Our approach is inspired by the economic theory of social
identity (2, 8) as well as the development of big data analyt-
ics in computer science. Research on social identity has con-
sistently found that people derive their sense of identity from
groups (9, 10). This group identity can be used to increase volun-
tary contribution and improve coordination among team mem-
bers in the laboratory (11–16). Building on these findings, we
conduct a large-scale randomized field experiment to evaluate
the effectiveness of team recommendation as a behavioral mech-
anism for increasing participation among Kiva members. Our
approach enables us to synthesize the predictive accuracy of
machine learning with the causal inference of economic theory
and field experiments (17).

Significance

With three billion people subsisting on the equivalent of
$2.50 per day, alleviating poverty is one of the most urgent
challenges facing the world today. One solution to this prob-
lem has been to encourage the growth of small enterprises
through microlending. A successful innovation is represented
by Kiva.org, which matches citizen lenders with low-income
entrepreneurs in developing countries. To increase prosocial
lending, we use a large-scale field experiment and machine-
learning methods to recommend lending teams to lenders.
We find that lenders who join a team contribute significantly
more compared with those who do not. Our results sug-
gest team recommendation can be an effective and low-cost
behavioral mechanism to increase charitable contributions.
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Fig. 1. Proportion of lenders joining teams in each experimental condition. This figure presents the proportion of lenders who join a lending team in
each experimental condition after our email intervention. Location-based recommendations exhibit a higher proportion of lenders joining recommended
teams (67.96%), compared with lending history similarity (42.31%) or leaderboard (44.37%)-based recommendations (P < 0.01, proportion of t tests). Similar
results are observed when we focus on lenders who open our email (Right).

Literature Review
Our study builds upon findings from three streams of litera-
ture: charitable giving, advertising and recommender systems,
and social identity. The charitable-giving literature has uncov-
ered several motivations and mechanisms for people to volun-
tarily give to charity (1). In addition to the neoclassical prefer-
ences for public goods (18), people might derive a “warm glow”
from the amount they give, which increases giving (19, 20). Peo-
ple also respond positively to mechanisms that decrease the price
of giving, such as tax subsidies (21), matching gifts, or rebates
(22, 23). Sequential giving mechanisms (24–26), which use lead-
ership gifts to transmit information or signal the value of the
public good, have been shown to increase giving in the labora-
tory and field (27, 28). Closely related to our study, researchers
have shown both theoretically and experimentally that people
might give because they care about their social image (29, 30),
peer pressure (31), or social pressure (32). In our context, when
lenders join a team, team members can activate several of these
mechanisms, such as leadership giving and social pressure, by
posting messages on the team forum (4).

Our research is also related to the advertising literature.
Recent field experiments show that advertising content, espe-
cially when it appeals to intuition, significantly affects demand
(33). More generally, personalized recommendations based on
various machine-learning algorithms have increased consumer
adoption of recommended items, and have thus been widely
used by e-commerce sites (34, 35). Instead of recommending
items, such as products, our study recommends lending teams to
Kiva users.

Last, our study builds upon social identity theory (2, 3) and
recent experimental research that uncovers the positive effects of
group identity on voluntary contribution and coordination in the
laboratory (11–16, 36) and the field (37). Our team recommen-
dation approach extends social identity research to the realm of
behavioral mechanism design at scale.

Methods
In our study, we use a lender’s likelihood of joining a team to recommend
teams based on both homophily and status. Homophily refers to the ten-
dency to associate with similar others (38, 39). As such, we recommend
teams to lenders based on their similarity to the existing members of those
teams. In our study, we use two different measures of homophily: location
similarity and loan history similarity. The former is based on the number of
lenders in a team who share the same location as the target lender, whereas
the latter is based on how often the lenders have lent to the same borrow-
ers. In addition to homophily, we recommend teams based on status (40),
using the top three teams on the Kiva leaderboard as the high-status teams.

Using a 3 × 2 factorial design (Table S1), we vary our recommendation
algorithms along one factor based on lender–team location similarity, loan

history similarity, or team status. Along the other factor, we vary whether
our recommendation rationale is explained to the lender. The computer
science literature suggests that providing an explanation can increase the
acceptance of a recommendation (34, 41). By varying whether a lender
receives an explanation, we can obtain a better understanding of whether
a factor impacts the effectiveness of the recommender system. We also
include a control condition where we do not contact lenders (no contact)
and a placebo condition where we email lenders to make them aware that
there are lending teams on Kiva without providing any specific recommen-
dations (teams exist) to control for any contact effect. The text of the email is
completely identical across treatments, except for the variables that change
across treatments (Fig. S1 and SI Methods).

To study the causal effects of team recommendations on the likelihood
of joining a team and increasing contributions, we use a group of 69,802
lenders who have made at least two loans in the past 6 mo but have

Table 1. Treatment effects on the likelihood of joining teams:
Probit regressions

Dependent variable: Joined a Team

(1) (2) (3)

Opened and
All Users No-Contact Opened

Team-Exist 0.0045∗∗∗ 0.0155∗∗∗

(0.002) (0.003)
Location-Explanation 0.0094∗∗∗ 0.0256∗∗∗ 0.0145∗∗∗

(0.002) (0.002) (0.004)
Location-NoExplanation 0.0062∗∗∗ 0.0189∗∗∗ 0.0050

(0.002) (0.002) (0.004)
History-Explanation 0.0070∗∗∗ 0.0212∗∗∗ 0.0083∗∗

(0.002) (0.002) (0.004)
History-NoExplanation 0.0061∗∗∗ 0.0182∗∗∗ 0.0039

(0.002) (0.003) (0.004)
Leaderboard-Explanation 0.0062∗∗∗ 0.0185∗∗∗ 0.0043

(0.002) (0.002) (0.004)
Leaderboard-NoExplanation 0.0063∗∗∗ 0.0197∗∗∗ 0.0062

(0.002) (0.002) (0.004)
Number of subjects 64,800 29,055 20,371

Notes: (i) SEs in parentheses. (ii) Significant at the: ∗∗∗∗10%, ∗∗5%, and
∗∗∗1% levels. Marginal effects reported, calculated at the mean level of the
covariates. (iii) In the first model, the decision to join a team is regressed
on the seven treatment dummies for all lenders in our sample (n=64,800).
(iv) The second model uses the same specifications but is restricted to the
lenders who opened their emails or were not contacted (n=29,055). (v) The
third model is restricted to lenders who were sent emails and opened them
(n =20,371). Applying a multiple-hypothesis testing correction (42) yields
the same significance levels as above, except for the “History-Explanation”
variable in column (3), which becomes insignificant at the 10% level.
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Fig. 2. Treatment effects on the likelihood of joining teams. This figure presents the treatment effects on the likelihood that a lender joins a lend-
ing team (Table 1). When we focus on all lenders (lines with red triangle), we find that every treatment significantly increases the likelihood of
joining a team compared with the control condition. When focusing on lenders who open our email (lines with green circle), we find that the homophily-
based recommendations with an explanation also significantly increase the likelihood of joining a team, compared with the teams-exist condition. Expla-
nations increase the likelihood of joining a team for only the location-based recommendations (All: P = 0.02; Lenders who open our email: P = 0.01;
Wald tests).

never joined a team. We then randomly assign each lender to one of
eight experimental conditions with equal probability. Pairwise Kolmogorov–
Smirnov tests based on observable characteristics verify that our randomiza-
tion works (Table S2).

We send each lender in our treatment groups an email from Kiva.
After excluding lenders whose emails bounced and those who made their
accounts private, we have a total of 64,800 lenders whom we intend to
treat (henceforth “All”; Fig. S2). Of these lenders, we find that one-third

Table 2. Choice model: Conditional logit regressions

Dependent variable: Joined a Team

(1) (2) (3) (4) (5) (6) (7) (8)

No-Contact Team-Exist Loc.-Exp Loc.-NoExp Hist.-Exp Hist.-NoExp Lead.-Exp Lead.-NoExp

Location similarity (percentile) 1.03∗∗∗ 1.02∗∗∗ 1.02∗∗∗ 1.05∗∗∗ 1.02∗∗∗ 1.01∗∗∗ 1.02∗∗∗ 1.02∗∗∗

(0.011) (0.005) (0.006) (0.017) (0.005) (0.005) (0.007) (0.005)
History similarity (percentile) 0.99∗∗ 1.00 1.01 1.02∗∗∗ 1.01 1.01 0.99∗∗ 0.99∗∗

(0.006) (0.005) (0.005) (0.006) (0.005) (0.005) (0.006) (0.005)
Top-10 team 13.13∗∗∗ 13.77∗∗∗ 0.92 1.26 7.99∗∗∗ 13.99∗∗∗ 18.32∗∗∗ 6.03∗∗∗

(6.237) (5.225) (0.292) (0.481) (2.997) (5.262) (8.936) (2.450)
Team size (percentile) 1.01 1.00 1.00 0.99 1.00 1.01∗∗ 1.00 1.02∗∗

(0.010) (0.009) (0.009) (0.008) (0.006) (0.007) (0.008) (0.009)
Recommended 83.57∗∗∗ 39.16∗∗∗ 122.51∗∗∗ 192.96∗∗∗ 8.83∗∗∗ 8.23∗∗∗

(28.286) (15.027) (36.817) (66.952) (2.748) (2.926)
Number of teams 491 491 491 491 491 491 491 491
Number of subjects 35 61 105 74 80 72 72 74

Notes: (i) SEs in parentheses, clustered at the subject level. (ii) Significant at the ∗10%, ∗∗5%, and ∗∗∗1% levels. Odds ratios reported. Whether the
subjects join teams is regressed against the two similarity measures (coded as the percentile of the measure for each subject–team pair), whether the
team is one of the top teams, the team size, and whether or not the team was recommended through the experiment. This regression is performed sep-
arately for each treatment. Although location similarity and recommendations always significantly increase the likelihood of joining a team, the effects
of the other variables depend on the treatment. When the teams are recommended based on either lending history (columns 5 and 6) or the leader-
board (columns 7 and 8), giving no explanation for the recommendation increases the importance of team size. A location recommendation (columns
3 and 4) causes subjects to ignore the top-10 teams. The leaderboard recommendation also decreases the degree to which subjects pay attention to
lending history.

(n =20,371) open our email, constituting our treated subsample (hence-
forth “Opened”). We then track the team joining and lending behavior
of each lender for the next 2 mo. SI Methods includes a detailed descrip-
tion of our experimental procedure and email scripts. Anonymized data
will be available from the open Inter-university Consortium for Political and
Social Research data repository. Our research protocol was approved by the
University of Michigan institutional review board (HUM00050208), which
exempted us from obtaining informed consent.
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Fig. 3. Effects of team membership on prosocial lending. This figure
reports the results of our two-stage least-squares instrumental variable
regression coefficients (Table 3), indicating the effects of joining a lending
team on contributions for the 1-d (left red bar) and 7-d (middle red bar)
window. The median Kiva lender’s lifetime contributions ($25) is plotted to
provide a benchmark (green bar).

Results
We first examine what types of recommendations are most effec-
tive in increasing team membership. Fig. 1 presents the propor-
tion of lenders who join a lending team in each treatment after
our email intervention, for both all lenders (Left) and those who
open our emails (Right). For both groups, lenders who receive
a location similarity explanation are most likely to join a team,
accounting for 3% of the group who open their emails. This par-
ticipation rate is comparable to that in other charitable-giving
field experiments using mailing campaigns (23, 28).

We next conduct a regression analysis (Table 1 and Fig. 2)
and find that every treatment leads to a significantly higher like-
lihood of joining a team, compared with the no-contact control
condition, for both the all-lenders (column 1) and opened-email
(column 2) groups (P < 0.01). Of those who open their emails,
lenders in the location similarity with explanations treatment are
more likely to join a team compared with those in the teams-
exist condition (P < 0.01). These results are robust to a multiple-
hypothesis testing correction (42).

Table 3. Difference-in-differences regressions of average daily lending amount (2SLS)

IV first stage IV second stage: Average amount OLS

(1) (2) (3) (4) (5) (6) (7)

1 d 7 d 30 d 1 d 7 d 30 d

Email 0.0053∗∗∗

(0.001)
Join Team 298.5579∗∗∗ 55.9145∗∗∗ 10.2310 5.2565∗∗∗ 0.5662∗ 0.5166∗∗∗

(72.283) (21.058) (7.318) (0.755) (0.337) (0.134)
Constant 0.0045∗∗∗ -2.6593∗∗∗ -0.9359∗∗∗ -0.2357∗∗∗ 0.0066 -0.4328∗∗∗ -0.1474∗∗∗

(0.001) (0.670) (0.195) (0.068) (0.072) (0.032) (0.013)
Observations 64,800 64,800 64,800 64,800 64,800 64,800 64,800

Notes: (i) SEs in parentheses. (ii) Significant at the: ∗10%, ∗∗5%, and ∗∗∗1% levels. The endogenous variable, whether a lender joins a team (“Join Team”),
is instrumented with whether a lender receives an email in the experiment (“Email”). As the results of a two-stage least-squares instrumental variable (IV)
regression, the coefficients on the “Join Team” variable in columns 2–4 give local average treatment effects, or the effects on the subset of lenders who
only join a team because of our email (“compliers”). The different columns give different window sizes in a difference-in-differences setting. The effect is
significant up to a week after we send the email. Ordinary least-squares (OLS) estimates are also displayed in columns 5–7 for comparison. The difference
between the IV and OLS estimates is due to the difference in the local average treatment effects (given by the IV regressions), which only gives the effect
on compliers, and average treatment effects (given by the OLS estimates, although with potential selection bias), which gives the effect on all subjects.
There are a large number of lenders who do not join any team in our sample, and the effects of our treatment on these subjects are not captured by the IV
estimates.

We next explore which types of teams lenders are most likely
to join by examining the characteristics of teams joined by our
lenders. Table 2 displays the results of eight conditional logit
specifications with odds ratios reported, with one specification
per treatment. In our regressions, we use whether each lender
joined each team as our dependent variable, and location simi-
larity, loan history similarity, team status, team size, and experi-
menter recommendation as our independent variables.

The results for our control and teams-exist conditions
(columns 1 and 2) show that lenders are more likely to join teams
with higher location similarity and status. The odds of a lender
joining a team whose location similarity is 1 percentile higher is
3% higher, whereas the odds of a lender joining a top-10 team is
13 times higher than those of joining a non–top-10 team. Lending
history actually has a small negative effect on the odds of joining
a team in the control and no effect in the teams-exist condition.
We also find that team size has no impact on lenders’ choices.
These findings show that lenders value both homophily and sta-
tus when deciding to join a team. It is also noteworthy that loca-
tion and status information are easily found on Kiva’s website,
whereas lending histories are more difficult to locate.

Interestingly, we find that the provision of a location similarity
recommendation mitigates the influence of team status, leading
lenders to join recommended teams (columns 3 and 4) or teams
with higher history similarity (column 4). By contrast, our recom-
mendations based on loan history similarity (columns 5 and 6) do
not substantially change how lenders choose their teams. Finally,
recommendations based on team status (columns 7 and 8) seem
to decrease the importance of lending history.

Finally, we study whether joining a team increases prosocial
lending. To address any potential endogeneity issues caused by
self-selection, we use the random treatment assignment in our
experiment, namely, whether the lender received an email, as an
instrumental variable for joining a team. Fig. 3 and Table 3 dis-
play the results of our two-stage least-squares instrumental vari-
able regression. In the first stage, we find that the “Email” vari-
able, denoting whether a lender received an email, is not a weak
instrument for joining a team, with an F statistic of 23.55. Next,
for this instrument to satisfy the exclusion restriction, it must be
the case that an email does not directly affect lending except
through increasing the likelihood that a lender joins a team. This
might occur if contacting the lenders regarding Kiva reminds
them of Kiva’s existence, prompting them to lend. However,
because our previous field experiment on Kiva has shown that
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simply contacting the lenders does not affect lending (4), we con-
clude that the instrument satisfies the exclusion restriction.

This regression uses a difference-in-differences approach. For
three different window sizes, the dependent variable in each
second-stage regression is the difference in total loan amounts
t days before and after our treatment, where t is the window
size. Thus, the coefficients on the “Join Team” variable indicate
how much more lenders who join teams give than those who do
not join teams after the treatment, controlling for the same dif-
ference before the treatment. The results of this regression show
that joining a team significantly increases lending. However, it is
important to note that, because these estimates are derived from
an instrumental variables regression, they give the local average
treatment effect, not the average treatment effect (43). There-
fore, the estimates apply only to lenders who would join a team
if prompted by an email.

This effect is also insignificant beyond 1 wk. One possible rea-
son for the lack of an observed long-term effect is that lenders
may wait until initial loans are repaid before lending again, a
process which may take 12 to 18 mo. However, even the 1-wk
effect ($392) is more than 15 times the lifetime contribution of
the median Kiva lender ($25), indicating that team membership
is effective in increasing member contributions on those lenders
who would join a team because of our email.

Discussion
This paper reports the results of a large-scale field experi-
ment designed to test the hypothesis that team membership can

increase participation and lending for an online crowdlending
community, Kiva. We find that emails increase the likelihood
that a lender joins a team, and that joining a team increases lend-
ing in an 1-wk window following the decision to join. Although
this experiment does not explore the mechanism through which
joining a team increases giving, our prior empirical analyses
and field experiment point to two mechanisms at work (4).
First, joining a team increases information sharing about spe-
cific borrowers on the team forum, which reduces team members’
search costs and increases their lending. Second, joining a team
increases the pressure to help improve the team’s ranking on the
Kiva leaderboard. Therefore, effective teams share information
and coordinate their loans to reduce search costs, and empha-
size team competition through goal setting. Our results suggest
that recommending teams to members of an online lending com-
munity based on homophily is an effective mechanism to engage
community members and increase their contributions.
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SI Methods
We first determine the experimental design and our subject pool.
Then, in collaboration with Kiva, we implement our study by
sending out mass emails with our recommendations.

Experimental Design. Our experiment consists of six treatments
(three types of recommendations, with and without explanation),
a control condition (no contact), and a placebo condition (teams
exist). Table S1 displays our experimental design.

Although lenders in the control condition were not contacted
during the experiment, for each treatment, we sent one of five
email messages. Each email consists of three parts. Part 1 is com-
mon to all treatments and the placebo,

“Hi [FirstName], Since you’re such an awesome Kiva lender, we
wanted to let you know about a fun feature of the Kiva experi-
ence: Kiva Lending Teams! Lending Teams are self-organized groups
around shared interests—location, alumni orgs, social causes, you
name it. You can connect with other lenders, discover loans you might
be interested in, and track your collective impact.”

Likewise, each email ends with Part 3,

“[Or] Check out the thousands of [other] lending teams to find
the right one for you. Thanks for being a part of the Kiva com-
munity and making a difference around the world.”

Although the text of emails sent to lenders in the placebo
(“teams exist”) condition consists of parts 1 and 3, lenders in the
six treatments also received one of the following in the second
part of the email:
1. Leaderboard with explanation treatment (Leaderboard-

Explanation):
“Some of the most popular teams are: [TEAMS].”

2. Location similarity with explanation treatment (Location-
Explanation):
“Other lenders who live near you enjoy being a part of these teams:
[TEAMS].”

3. Loan history similarity with explanation treatment (History-
Explanation):
“Based on your past lending, people who have made similar loans
enjoy being a part of these teams: [TEAMS].”

4. Recommendations without explanations treatments (Leader-
board-NoExplanation, Location-NoExplanation, History-
NoExplanation)

“Here are a few teams you may want to check out: [TEAMS].”

A sample email from the Location-Explanation treatment
is included in Fig. S1. We now explain our recommendation
algorithms.

Recommendations Based on Team Status. The simplest recommen-
dation strategy is to recommend teams that are ranked highly on
the team leaderboard. Kiva provides several leaderboards that
rank teams based on either the total loan amount attributed to
the team or the number of team members, in the most recent
month or all time. For the experiment, we use the default leader-
board that lenders see when they visit the Kiva Team page, the
all-time total amount lent.

Note that every lender receives the same recommendations
under this strategy. The three teams we recommend to the

lenders are “Atheists, Agnostics, Skeptics,...,” “Kiva Christians,”
and “Guys holding fish.”

Recommendations Based on Location Similarity. The goal of this
algorithm is to recommend the most popular teams in a lender’s
local area. This is motivated by the fact that there are many
location-based teams on Kiva and by the conclusion of our previ-
ous work that the maximum location similarity between a lender
and all of the teams is partially correlated with whether the
lender has joined a team (4). This also reflects the results of an
online data mining competition we ran with doctoral students
at the University of Michigan using the Kiva API data hosted
on https://inclass.kaggle.com/c/predict-new-team-memberships-
on-kiva. The following algorithm, written by the first author,
is the one that performed best in that competition. We cal-
culate the location similarity between two lenders u and v as
luv ∈ {0, 1, 2} (4). If the two lenders are from different coun-
tries, luv =0. If two lenders are from the same city, luv =2. The
condition for luv =1 includes the following two cases: (i) if the
two lenders are not in the same city but in the same state in
the United States or Australia, or the same province in Canada,
or (ii) if they are from the same country other than the United
States, Australia, or Canada. This is because there are signifi-
cantly more lenders on Kiva from the United States, Australia,
or Canada than from any other country.

The location similarity of a team t in the neighborhood of
a lender u is calculated as the sum of the location similari-
ties between that lender and all lenders in that team. That is,
L(u, t)=

∑
v∈T luv , where T denotes the set of lenders belong-

ing to team t . For every lender, we rank all teams by the
location similarity of these teams and recommend the three
highest-ranked teams. For these recommendations, we exclude
the three teams highest on the leaderboard: “Atheists, Agnos-
tics, Skeptics,...,” “Kiva Christians,” and “Guys holding fish,”
for two reasons. First, the Atheists and Christians are outliers
in that they overwhelm all other teams in size. Consequently,
they often appear as winners of location-similarity–based recom-
mendations. Second, to differentiate between status-based and
homophily-based recommendations, we exclude all three teams.

Recommendations Based on Loan History Similarity. We also con-
struct a recommender system based on the loan history of a
lender. This is motivated by the homophily conjecture that
lenders who lend to similar borrowers share similar interests and
are thus more likely to join the same teams.

Borrowers on Kiva are registered in 80 countries from eight
geographical regions (Oceania, Asia, etc.). They loan to facili-
tate 149 types of activities, which are further categorized into 15
sectors. Let Su be a set of loans made by a user u and St be a
set of loans that are attributed to a team t . The relevance of the
team to the user is scored by the following function:

Relevance(u, t) =
∑
i∈Su

∑
j∈St

[fg(i , j ) + fa(i , j )], [S1]

where fg(i , j ) equals 2 if the two loans i and j are from the same
country, 1 if they are from two different countries in the same
region, and 0 if they are not from the same region; fa(i , j ) equals
2 if the two loans i and j are for the same activities, 1 if they are
for different activities in the same sector, and 0 if they are not for
activities in the same sector.

Note that the relevance score as defined in Eq. S1 favors large
teams that have made many loans. We further normalize the
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score by taking into account the total number of loans made by
each team. That is,

Normalized Relevance(u, t) =
Relevance(u, t)

|St |+ 50
. [S2]

Given a user who has not joined a team, we calculate the
normalized relevance score for every team and recommend the
three top-scoring teams to that user. For consistency with the rec-
ommendations based on location similarity, we also exclude the
top three teams on the leaderboard, “Atheists, Agnostics, Skep-
tics,...,” “Kiva Christians,” and “Guys holding fish,” for these
recommendations.

Subject Pool. Based on the Kiva privacy policy and the informa-
tion need of our recommendation algorithms, we select lenders
for our experiment based on the following criteria:

• Their pages and loans are set to public in their account
settings.

• They allow marketing emails in their communication settings.
• They have never joined a team.
• They provide location information in their profile.
• They have made at least two nonpromotion loans in the past

6 mo.

This gives us 69,845 users.
We then assign each user to one of the treatments, the placebo,

or the control condition using stratified randomization. The
stratified random assignment is based on the total loan amount
by each lender before the experiment. We want to ensure that
the most active Kiva lenders are not all concentrated into one
treatment, so we rank the lenders based their total loan amounts,

taking the top eight lenders and randomly assigning them to
different conditions. We then repeat this for each group of
eight lenders, proceeding down the ranked list. Between assign-
ing lenders to conditions and running the experiment, 43 users
joined a team and were dropped from our sample. This yields a
final sample of 69,802 users. The size of the sample and popula-
tion is summarized with a Venn diagram in Fig. S2.

Before running the experiment, we run pairwise Kolmogorov–
Smirnov tests of the equality of distributions based on the user
statistics to verify that our randomization produces balanced
treatments across observable characteristics. The results of these
tests show that the number of loans, average amount per loan,
balance, average loan terms for fundraising or repayment, and
autolending settings do not differ significantly at the 10% level
between any treatments. Thus, the Kolmogorov–Smirnov tests
do not reject the hypothesis that these values are drawn from the
same distribution. We summarize the lending and location statis-
tics of each treatment in Table S2.

Experimental Procedure. The experiment was conducted when the
first author undertook an internship at Kiva.org in 2014.

We conduct the experiment in 2014, with Kiva sending out
61,077 emails to lenders in our sample (all except those in the
no-contact control condition) within 1 d. After excluding lenders
whose emails bounced and those who switched their pages to
private and reincluding the lenders from our no-contact control
group, we have a total of 64,800 lenders whom we intend to treat
(henceforth “All”). Of these lenders, 20,371 open our email, con-
stituting our treated subsample (henceforth “Opened”). We fol-
low the team joining and lending behavior of each participant for
2 mo.
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Hi Wei,

Since you’re such an awesome Kiva lender, we wanted to let you know about a
fun feature of the Kiva experience: Kiva Lending Teams!

Lending Teams are self-organized groups around shared interests – location,
alumni orgs, social causes, you name it. You can connect with other lenders,
discover loans you might be interested in, and track your collective impact.

Other lenders who live near you enjoy being a part of these teams:

España - Spain Team Europe Belgium

Or check out the thousands of other lending teams to find the right one for you.

Thanks for being a part of the Kiva community and making a difference around
the world.

Best Wishes, 
The Kiva Team

 

Unsubscribe from all future mailings.

© 2005-2016 Kiva. All rights reserved. Kiva is a U.S. 501(c)3 nonprofit organization.

e loan because: Kiva ofrece
un medio ideal para participar
activamente en el apoyo a
emprendedores sin recursos
que no pueden acceder a los
canales normales de
financiación y que, gracias a
los...

e loan because: We think
Kiva is a unique opportunity
for people all over the world
to assist entrepreneurs in
improving their businesses
and communities.

We loan because: Its a nice
way to help the beneficiaries
of the loans create their own
business and hopefully
improve their lives.

W
W

Fig. S1. Email screenshot. This email is an example from the Location-Explanation treatment. [© 2005–2016 Kiva. All rights reserved. Kiva is a US 501(c)3
nonprofit organization.]

1,454,446 Public Lenders
Median # Loans: 0

69,802 Selected Lenders
Median # Loans: 23

64,800 Lenders in Analysis
Median # Loans: 22

589 Lenders Joined Teams
Median # Loans: 20

Fig. S2. Sample and population comparison. The number of lenders and median number of loans of all public users, those who are selected as participants,
those whose data are used in our analyses, and those who joined at least one team during our experiment.
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Table S1. Summary of experimental treatments

Explanation of recommender algorithm

Explanation No Explanation

Recommendation algorithm Location Location-Explanation Location-NoExplanation
Loan History History-Explanation History-NoExplanation
Leaderboard Leaderboard-Explanation Leaderboard-NoExplanation

Control No Contact
Placebo Teams Exist

Table S2. Lending statistics of each treatment during 6 mo before experiment

Lending statistics (average)

Experimental condition No. of users Amount loaned No. loans Repayment term Account balance

No-Contact 8725 184.29 6.07 18.50 36.24
Teams-Exist 8725 181.15 5.96 18.33 35.89
Location-Explanation 8726 181.34 6.04 18.45 35.22
Location-NoExplanation 8726 182.68 6.02 18.32 37.13
History-Explanation 8726 181.54 5.93 18.29 37.89
History-NoExplanation 8725 181.78 5.94 18.38 35.62
Leaderboard-Explanation 8723 182.14 6.05 18.40 34.37
Leaderboard-NoExplanation 8726 195.83 6.51 18.28 37.89

Note: Pairwise Kolmogorov–Smirnov tests comparing each experimental condition with the other yield P > 0.10 for
each observable characteristic. “Amount loaned” and “Account balance” are in US dollars, whereas “Repayment term” is
in months.
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